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Abstract—The last few years witnessed peer-2-peer unknown, many currently popular applications (such as
(P2P) and VoIP telephony gaining a tremendous popu- BitTorrent, Gnutella, eMule) are implemented as open-
larity: Skype is beyond doubt the most amazing example gource software and their protocol internals are well
of th_|s new phenomenon, as |ts_ 170 millions users testify. yocumented. Conversely, more recent P2P applications
In this paper, we propose a detailed measurement of Skype o,y aq Internet telephony, videoconferencing, video
sources: we adopt a twofold methodology, using active ) .

streaming, etc.), have enjoyed an enormous success

experiments and passive measurement to gain knowledge ) i
about the traffic Skype generates, in a controlled and @MoNg the Internet users but protocols details remain

realistic environment, respectively. relatively unknown.

The analysis considers both signaling traffic as well ~The best example is represented by Skype — which
as voice calls. Furthermore, we address the description is beyond any doulthe VoIP application in the current
of Skype sources at both packet- and flow-levels: we Internet application spectrum: developed in 2002 by the
describe fine-grained dynamics of the interaction between creators of KazZaa, it recently reached over 170 millions
Skype and the network, as well as provide a macroscopic of |;sers, and accounts for more than 4.4% of total VoIP
characterization of Skype traffic. traffic [6]. As such, Skype is attracting the attention of
the research community and of the telecom operator as
well, and a great deal of valuable work can already be

In the last years, the Peer-2-Peer (P2P) paradigound in the literature [7], [8], [9], [10], [11], [12], [13]
gained popularity to the point that P2P application aiet, due to Skype proprietary protocols and obfuscated
responsible for vast portion of Internet traffic, which natature, due to traffic encryption and due to the use
only involves residential broadband Internet accesse$,reverse-engineering techniques [7], many interesting
but also enterprise networks. Indeed, many different PgBestions remain, to date, unanswered. Besides, Skype
applications exist, such as chat, file-sharing, telephomyiplements a number of techniques to circumvent NAT
video-streaming, backup systems, etc. Furthermore, et firewall limitations [8], which add further complexity
within the same target application, there are many dile an already blurred picture.
ferent application and protocols available—such as struc4n this paper, we develop a complete characterization
tured vs unstructured overlays— that translate into vewythe traffic Skype generates, considering both signaling
different types of traffic from the network viewpoint. traffic and voice/video calls, providing several insights

The ability to measure, understand and model tla¢ both packet- and flow-levels. The analysis relies on
network traffic has been a fundamental activity sinde&vo complementary approaches. On the one hand, we
the time when Web was the Internet application [lgxamine Skype activities in a controlled environment,
indeed, this knowledge is instrumental for a wide rangesing an active testbed methodology. On the other hand,
of network operations such as performance evaluatidouilding over our previous work [10] that allows us to
traffic engineering, capacity planning. As a consequengeecisely identify Skype clients, we resort to passive
of P2P widespread adoption, the research activitigsgasurements in order to reveal those aspects that a
related to P2P traffic identification, classification anpurely active methodology alone cannot capture.
measurement acquired importance. File-sharing, being
the first example of new application exploiting the P2P
paradigm, has been studied for a relatively long time [2]: This section provides a high-level description of the
as a result, many details concerning the file populari8kype model we adopt in this paper. Information about
[3], user churn [4], and query process [5] are avaiBkype can be gathered by works dealing with its inter-
able. At the same time, we point out that while theals [7], [8], with the issue of Skype identification [9],
first applications such as KaZaa were proprietary aft0], and with the characterization of its traffic and
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II. SKYPE PREMIER AND SOURCE MODEL
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timeout or, in case of TCP, by observing the tear-down
sequence if present. Skype clients are identified as in
[10], so that it is possible to identify all voice flows that
are originated by or directed to a Skype client.

For what concerns the transport layer, Skype relies on

M v both TCP and UDP. Both signaling and communication
v . are preferentially carried over UDP — although when
Skype Signaling X UDP communication is impossible, Skype falls back to

Peer discovery,
Contact refreshing

TCP, listening to the same random port whenever possi-
ble (or eventually port 80 or 443, which are normally left
open by network administrators to allow Web browsing).
However, irrespectively of the transport layer protocol,
the Skype traffic can be divided, as Fig. 1 depicts, in
two components: namelgignaling and services which

users [11], [12], [13]. The main difference betweefa" be influenced by different external factors (such as

Skype and other VOIP clients is that Skype adoptsuger’s behavior and network status) and as internal Skype

P2P architecture. Only user authentication is performgagl_ngsl_(suchﬁgs ngec przfgr(;nces;?l. b deled
using a classical client-server architecture, via a public ignalingtraffic, addressed in Sec. lll, can be modele

key mechanisms: except for the authentication, all furth@r j\_ﬁsuperpos!tlpn of dlfferﬁnt threadds_, correspond:ng
signaling is performed on the P2P overlay. Thus, Skyﬂ)% | erent actlvgles — Suc fas Eeer 'SICO\;]e“:g ﬁveray
user’s informations (e.g. contact list, status, prefeﬂasncm"’“men‘r’mCe and contact refreshment. In the following,

etc.) are entirely decentralized and distributed amolf§ Will show that different threads are differently af-
P2P nodes — which allow scalability on the one har{ cted by external factors: for instance, we anticipaté tha

and cost-effectiveness on the other hand peer discovery idatency driven, whereas the contact-

refreshing activity appears to social-networkdriven.

Skype offers end users several (free) services: i) VOi%%rvicetrafﬁc is addressed in Sec. IV, where we con-

communication, it) video communication, iii) file anSider voice calls but explicitly neglect video calls, data

fer a”‘?' v) chslt_ sher(\j/ices_. The cog?r.nunilcati%n betwcf%‘?insfer and instant messaging. We investigate Skype
USErs 1S established using a traditional end-to-en namics at a packet-level granularity through a testbed
paradigm, but Skype can also route calls through othey,y \nveiling if and how Skype reacts to the inferred

P2P nodes (called supernodes) to ease the traversal o nerformance such as packet loss and available
symmetric NATs and firewalls. Voice calls can alsq 4 idth

be directed toward the PSTN using Skypein/Skypeout
service, in which case a fee is applied. In the following, [1l. SKYPE SIGNALING TRAFFIC

we denote byEnd-to-End (E2E)call any voice/video |y this section, we analyze Skype signaling traffic
communication occurring between two Skype clientgy means of passive measurements, applying the clas-
and by End-to-Out (E20)call any communication in- sjfication framework presented in [10]. Results refer to
volving a Skype peer and a PSTN terminal. one week long trace collected during may 2007 at the

A single random port is selected during applicatioaccess link of Politecnico’s campus LAN, where about
installation, and it is never changed (unless forced Y00 different hosts are used by both students and staff
the user). Thus we can identify: members. In the following we focus on signaling flows
carried over UDP only, which are the largest and most
interesting part of Skype signaling traffic.

-

Fig. 1. Synopsis of the Skype source model

« a Skypeclient, by its socket, i.e., the (host IP
address, Skype UDP/TCP port) pair.

« a Skypeflow, by using the traditional tuple (IPA. Signaling activity
source a_nd (_:Iestination addresses, UDP_/TCP_SourC%ince all signaling traffic is encrypted, we are forced
and destination ports, IP protocol type), in which g, 540pt a black-box approach. First of all, it is necessary
least one endpoint is known to be a Skype client.

. . Since the largest inter-packet gap we ever observed is 18@ly (
A_‘ flow starts When a p_acket with a new ﬂ_OW t_uple I8sed by Skype as keep-alive message to force the refrestssibfm
first observed, while it is ended by either aractivity NAT entries), in this paper we set the inactivity timer to 200
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Fig. 2. Passive network monitoring: (a) Pictorial repréatan of Skype activity pattern for two different peers) BRDF of the number of
peers contacted 300 s (top), and inferred peers’ life-timedeath-time (bottom); (c) PDF of the round trip time of praind dialog traffic.

to point out that Skype signaling traffic is very limitedbasis: in the activity pattern plot, horizontal segments
in bitrate: the 95-th percentile tops to about 100 bpstate that the same peer is periodically contacted dur-
while very few nodes (possibly supernodes) generaieg p lifetime. On the contrary, vertical patterns hint
on average, more than 1kbps. Yet, an intense signalitmgthe presence of timers that trigger an information
task is carried on during all the peer lifetime, as showefreshment, which involves both old peers, and probe
in Fig. 2-(a), which depicts the typical Skype activitydiscoveries toward new peers (this behavior is clearly
pattern. We consider two specific peers, namely the megtible in the right-hand side of Fig. 2-(a) every hour).
active peer that does not perform any call (left plot) anthe above observations suggest the existence of two very
a randomly picked peer exhibiting both signaling andifferent kinds of the Skype signaling, namely:
voice traffic (right plot). Letp be the observed peer. « Probe traffic, which aims at network discovery:
Each dot in the picture corresponds to a packet in the probe flows are made of a single packet sent toward
trace: the x-axis represents the packet arrival time (since a peer, to which a single reply packet possibly fol-
the first packet observed fgi). A positive value on the lows, butno further messagis exchanged between
y-axis reports an identifier, ID, of a peer that received the pair of peers.
a message fronp; similarly, negative values represent « Non-probe traffic, which aims at the network main-
peers that sent messagespto tenance, including overlay and contact informa-
tion management: non-probe flows are either flows
Several remarks can be gathered from Fig. 2-(a): |onger than one packet or sequence of single-packet
indeed, though thesemanticof the signaling activity probe flows, separated by a time gap larger than the
cannot be inferred from purely passive measurements, inactivity timeout.
the form of signaling activity can be further differ- Finally, in order to gauge a relationship among the

entiated. Interestingly, the number of contacted peegs,,ynt of signaling flows and the number of contacts in
exhibits an almost linear growth with time, hinting Qg bqdy list, we performed a simple active experiment.
P2P network discovery and maintenance being carriggh ,sed three Skype accounts and measured 8 hours
on during most of the peer lifetime. Moreover, the rangg heir idie activity: one account had a single online
of the y-values corresponds to the number of differeppntact, the second account had 5 online contacts, and
Skype peers whom the selected pgers exchanging he third had 10 online contacts. The experimental re-

message with: the plot shows that the most active pegfiis suggest the existence ofaper-lineardependency
has contacted (was contacted by) about 1100 other pggtgyeen the number of contacts and the number of
during 28h, whereas the random peer by about 43fyn5iing packets exchanged, although a larger scale

during 6h. Then, notice that signaling is mainly builg, heriment would be needed to more precisely quantify
by single message probes, to which (most of the tim relationship.

some kind of acknowledgment follows. The fact that

knows the address and ports of valid (but previously uR- Signaling flows

contacted) Skype peers means that the above informatiols Fig. 2-(a) already showed, many signaling flows
is carried in the encrypted portion of previous signalingre single-packet probes that create new temporary soft-
messages. Some peers are instead contacted on a regtdde entries, rarely used later on. At the same time, it is



possible to observe persistent signaling activity transfédrom the campus LAN and the probe response packet.
ring a few MBytes of information over several thousandsor non-probe traffic, we consider only the first sent-
of packets: indeed, probes account for less than 5% of tieeeived packet pair as a measure of the RTT. Clearly,
exchanged signalingytes A possible reason behind thisthis measurement takes into account both the network
empirical evidence could be the presencawgber-nodes and the application layer latencies.
among our internal clients, that generate intense andThe information in the picture confirms our previous
long-lasting signaling activity — though this statemernntuition: the latency of probing traffic is lower than that
requires further investigation. of non-probing traffic. Given our measurement location,
Further insight about Skype signaling is given ilRTT smaller than 100ms are typical of nodes within
Fig. 2-(b), which quantifies the peer contact rate, as wéle European Union, while RTT larger than 100ms
as the peer life-time and death-time. More precisely, late typical of nodes outside it. Measurement results
us focus on the numbéyY of differentpeers contacted by allow us to conjecture that the probing mechanism is
peerp considering a time interval of 3004/ is closely latency driven Skype client probes for peers based on
related to the number of signaling flows thagjenerates the information received by other peers so that low
in the time unit. Considering all internal peers and tHatency peers are more likely selected than high latency
whole analysis week, the distribution &f is shown in ones. Conversely, non-probe traffic RTT tends to be
the top portion of Fig. 2-(b). In 90% of the casd¥, larger: considering that users resort to Skype to lower
is smaller than 30, with an average of 16; in 1% of theommunication fees and to keep contacts with other
cases)N exceeds 75. Note that this metric is of particuldaraway users, this is rather unsurprising. The contact
interest since it is related to the burden a Skype cliesglection mechanism is reflected into the peer selection
poses in any device operating at flow level, e.g., a entmiyechanisms so that it seems to peeference driven
in a NAT table, a look-up in a firewall ACL table, etc. i.e., the Skype overlay is modeled over the user social
Bottom portion of Fig. 2-(b) reports the PDF of thenetwork. On the contrary, the peer discovery mechanisms
peer life-time and death-time, inferred from the signalinignplemented by means of single-packet probes is driven
activity during the week long observation period: iy the physical properties of the underlying network.
particular, a peer is considered dead if no packet is sent
for a period of time longer than an idle time Since we
verified that values > 200 s have a minimal impact on The characteristics of voice/video service traffic gener-
the result, we conservatively set= 500 s. Interestingly, ated by the Skype source are driven by the voice encoder
except for very short sessions, most of the peers are alived the network performance, to which Skype adapts
for about one third of the day (i.e., during working hourgjuring a call in order to provide users with high QoS.
and remain dead for the rest of time (i.e., during the For what concerns voice/video Codecs, Skype chooses
night). Thus, it seems as though peers’ lifetime followgia an unknown algorithm among ISAC, ILBC, G.729,
the Personal Computers’ lifetime, which suggests th&CM-WB, E-G.711A, PCM A/U, VP7 that are all
most of the people runs Skype by default. An importastandard except ISAC and VP7, proprietary solutions of
consequence is that Skype churning rate is very lo@JoballPSound [14] and On2 [15], respectively. ISAC
which explains the modest bitrate requirement for P3® the preferred Codec for End-to-end calls, while the
overlay maintenance. G.729 Codec is preferred for End-to-Out calls and True-
Motion VP7 is used for streaming video. As a side
node, due to the different characteristics of each Codec, a
We now investigate whether further, important, differSkype voice call can consume up to 230 kbps and as few
ences exist between probe and non-probe traffic. Indead,11 kbps. Also, variable bit rate Codecs (VBR), such as
it would be reasonable for Skype to implement somM&8AC and iPCM-wb, exhibit larger message size variance
mechanism that privileges data traffic between neartgth respect to constant bitrate (CBR) ones (e.g., G.729,
hosts, so as to minimize network latency. Thereforg,BC and PCM).
we focus on the locality properties of probe and non- However, irrespectively of the Codec, in order to
probe peers, and depict in Fig. 2-(c) the PDF of thmope with the potential loss of a voice block or to
Round Trip Time (RTT) between any two peers. Mormodify the message generation rate, the source may mul-
precisely, in the case of probe traffic, we define RTiiplex one or more blocks of encoded voice in a single
as the time elapsed between the packet probe going méssage [10]. Therefore, to better observe the Skype

IV. SKYPE SERVICE TRAFFIC

C. Signaling locality
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Fig. 3. Active testbed measurement: Skype inter-packptayad message size for (a) increasing packet loss rates amie¢beasing
bottleneck bandwidth.

message generation process, and to further investigames, so that the message size stabilizes around small
how Skype reacts to different network conditions, wealues. When > 45 s, the link starts discarding packets:
setup a testbed involving several PCs connected byasit can be seen, Skype starts retransmitting old-blocks
Linux box. Restricting our attention to the default ISAGlong with new ones as soon as the loss probability
Codec, we perform a set of experiments by generatiegceeds 0%. The old-blocks retransmission probability
voice calls between two PCs directly connected by changes along with loss probability: the vast majority
LAN, with no interfering traffic. In order to emulateof messages have no old-blocks multiplexed until losses
different network conditions, we control the packet lossxceed 4%, in which case multiplexing is used with few
rate and the available bottleneck bandwidth by runnirexceptions. When no losses are detected any more, at

NIST Net [16] on the Linux box. the end of the trace, old-blocks retransmission suddenly
_ stops. Interestingly, the inter-packet-gapG measured
A. Reaction to Losses before the loss point is not affected at all by the loss

To analyze Skype reaction to packet losses, we impd&€, meaning that Skype do not change neither the VBR
a Bernoulli message loss probability increasing from 16dec state nor the framing time to react to packet loss.

to 10%, with 1% step increment every 45s, and record
the corresponding packet level trace. Fig. 3-(a) repoES reaction to Bandwidth Limit
the inter-packet-gap PG (top) and the message siZe
(bottom) observed during a voice call encoded by ISAC; Let us now investigate the impact of the available
for reference purposes, the solid line reports the enforcexd-to-end bandwidth od PG and L. Fig. 3-(b) re-
loss probability. ports the results obtained by restricting the available
During the first 45 seconds, no artificial loss is erbandwidth according to the pattern shown by the solid
forced. At the very beginning of the connectibr: 20s, line. When the available bandwidth is larger than the
the message size alternates between small (around &2fial bitrate, no changes are observed with respect
Bytes) and large (around 250 Bytes) values; then, duritg the behavior previously shown in Fig. 3-(a): at the
20 < t < 455, Skype emits only small-sized messagelseginning of the connection, Skype aggressively probes
Thus, whenever a Skype call starts and network contlie network conditions, then stops multiplexing old voice
tions are still unknown, Skype possibly multiplexes twblocks. However, as soon as the bandwidth limit kicks
voice blocks into the same message — so to reduce thgat about 150s), Skype adapts the bitrate to the new
impact of possible packet losses and to proactively eronstraint: the message size pattern changed.aa#es
force a good QoS for the end-user (stilléx of double- smaller values, which means that the Codec is working at
sized and single-sized messages are present, meaaifmver bitrate. At the same time, tlié¢’G values change
that not all voice blocks are sent twice). Then, onde 20, 30 or 60 ms, suggesting that the Skype framer
Skype detects that no losses occur in the network,allso modifies the framing time to reduce the protocol
stops retransmitting old voice blocks along with neweverhead.



V. DIscussSION ANDCONCLUSIONS network congestion: in the first case, Skype aggres-

_ _ _ sively adds redundancy to encounter the effect of losses,

This paper proposes a detailed analysis of Skyphereas, in case of congestion, it conservatively tries to
sources, via both active experiments in a controllgdduce its bitrate.
testbed and passive measurements from a real networkye acknowledge that the proposed measurement is
We ConSIdeslgnqllng and service traffic: the first is forcibly incomplete as a consequence of both our
related to the maintenance of the P2P overlay, whergasthodology (e.g., single measurement point, small scale
the second is due to voice and video calls among peejf.the active testbed) and of the proprietary and ob-

In the case of signaling traffic, bitrate is not a conceffiascated nature of Skype. Still, we believe this work
while the number of contacted peers over time coutd be a valuable contribution with two respects: on the
be. Signaling traffic can be discriminated gmobe and one hand, to the understanding of a very popular P2P
non-probetraffic: the first type of signaling activity is application and of its traffic dynamics; on the other
composed of a pair of packets exchanged between tnd, the provided Skype source description could be
peers, and it is used throughout the whole peer lifetinmgadily implemented on one of the many available P2P
to discover new nodes. Non-probe traffic, instead, smulators, enriching the simulation realism.
used periodically to exchange information about the
status of peers of interest, and to support the overlay
network maintenance. Interestingly, the wide majorityi1l] P. Barford , M. Crovella, “Generating representativeb/\Veork-
of signaling flows are single packet probes: yet, an loads for network and server performance evaluatigCM

. b f be si ling fl . SIGMETRICS’98Madison, Wisconsin, USA, Jun. 1998
exiguous number or non-probe Slgnalng. OW_S carrie K. P. Gummadi, R. J. Dunn, S. Saroiu, S. D. Gribble, H. M.
the most relevant part of the exchanged signaling bytes. Levy, J. Zahorjan. “Measurement, Modeling and Analysis of a
Concerning the Skype overlay, we have shown that Peer-to-Peer File-Sharing Workloadt? Proc. ACM SOSP'03

- e : NY, USA, Oct 2003.

the probing meChamsm 'S _Iater!cy driven, Where'as_ th[%] D. Stutzbach, S. Zhao, R. Rejaie, “Characterizing Fiteshe
non-probe pee_rs _sglectlon is driven by user hat?'ts-_the Gnutella Network,"Multimedia Systems Journa2007.
Skype overlay is jointly shaped by the the combination4] D. Stutzbach, R. Rejaie, “Understanding Churn in PeeiPeer
of the this two mechanisms. Thus peers with whom  Networks,”In Proc. of ACM Internet Measurement Conference
non-probe traffic is exchanged are selected on the tqg, 'MC 6 Brazil. Oct. 2006.

P . g . % A. Klemm, C. Lindemann, M. K. Vernon, O. P. Waldhorst.
of the user social network — so to cluster friends. = “Characterizing the query behavior in peer-to-peer filerisiga
Conversely, the network discovery is carried on with a systems,"In Proc. of ACM Internet Measurement Conference
probing mechanism that takes into account the network_MC04, Italy, Oct. 2004. . -

h teristics as well — so to minimize the networ ] “International carriers’ traffic grows despite Skypepodarity”,
characte ) ' X http://www.telegeography.com/, Dec. 2006.
latency. Finally, active testbed experiments suggest the] Pp. Biondi, F. Desclaux, “Silver Needle in the SkypBlack Hat
amount of signaling traffic to be tied to the number of gUfp%’ 06 Am:teédg";, the Ne;he;ian?& Maff- ﬁoogky o

. . . A, Baset, H. Schulzrinne, “An Analysis of the peeRe

Contaf':ts in the user buddy IIStS., although a larger Sca@ to-Peer Internet Telephony ProtocdEEE Infocom’06 Spain,
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precise quantitative relationship: an interesting dicgct [9] K. Suh, D. R. Figuieredo, J. Kurose, D. Towsley, “Chaeact
that we plan to analyze in the future is to explore izing and detecting relayed traffic: A case study using SKype
th d f ial-net k h IEEE Infocom’06 Barcelona, Spain, Apr. 2006.
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